Oracle Migration Plan – Detailed Description

The following document adds some detail to the steps outlined in the Oracle Migration Plan Spreadsheet. The spreadsheet is a step by step, high level, outline of what must be done to migrate the current Solaris 9i database to Windows Azure running 11g.

**Note:** While the steps in the spreadsheet are numbered, those numbers are not referred to here as it is possible for the spreadsheet to be updated.

**NOTE: All** database work must be carried out with the following settings in the Windows cmd session:

set oracle\_sid=<database being worked on>

set oracle\_home=C:\OracleDatabase\product\11.2.0\dbhome\_1

set nls\_lang=american\_america.we8iso8859p1

set nls\_date\_format=

or

c:\utilities\oraenv <database being worked on>

set nls\_date\_format=

***The NLS\_DATE\_FORMAT must be unset or the NOROWS import will fail due to a badly defined column default value which uses a date format that is not necessarily the one you may wish to define.***

# Important Note

**All scripts, parameter files etc are assumed to be located in a tree structure similar to the following:**

**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAPoAAACYCAIAAABCsmM7AAAAAXNSR0IArs4c6QAAAAlwSFlzAAAOwwAADsMBx2+oZAAADkhJREFUeF7tXU1oHMkVLgUdWrCHEeigARk84IPH5OK9ybAHT8hhFXKxySE2Xoh1i7wXO+whNj4E24dNfIpFYBNvYIOVw7Le03pPUQ4B7yEg7SFIl4AXdkGCGKbBginwgFPdJdXWVv9M9d/r6u6vGcxMq+rVe9/7uuarcj1p7s2bN8zi4px7nnf43aFFWzQBAo4iMJeJ7o4GAbeAgB0CP7JrhlZAoA0IgO5tyCJisEQAdLcECs3agADo3oYsIgZLBEB3S6DQrA0IgO5tyCJisEQAdLcECs3agADVvrv/lPMXAWDT8MUYn/Ljj2zC5he93gVvabUNiCIGhxEgojs/fOj1hmz+Avc/40eHY38yODti8wvHyEzHh9/sLp+97TBQcK0NCNCKmelzb2m9d/r2wtTf/3qbHx0wMbVPJ+FsP24DnIjBbQRo6R7Q+pn4Z8K4kDT+d/tMSJqpOI8TChtcQKBiBMjpLuMRM/prQfRJwPSpz6bjgPcW19zcnEWrzE2EWWlZ2a9ooMyeoUOpCNRCd0FxMb0LfgvGjwMZw3koaOq5BLPFOTl5VM7ywFw9jmLUwghQ0T3cjRFXsCEjXsHUHm7RBNO7uPyFeeZ/s1U4HBgAAmkIUNE9mMuPuc65kOyC63wSqHY/nN3HbJ6ND7eTPJViQxcYse+VINE1SbSlbsroEqthjKGl5oHaaeKDRUT3QL3IeZ1PuL8TrlDFnoz4OBbaXby8lXtyPz56KbFhozRUY8lIqVIMxus3lYZJMh41ooufJqa8yz4T0f2E3JOA9HIjJpA04qOY3YNnoKwc6KyNZbDNM2M4Y8zlxvNTluewQ4AAFd0DKXPCdbn5KJeqgujTsVA1BKHmHkJ+GxgPEsRMbjxr7EhEdzGpH8/roYAJAg6XqoLoIdf5xr/FzRlzfJKwrhE+DN0sBIjofrwJE3I94Hcg008m+BAw/yXnr+Ohk+JBKmbVIvamDfTSlGEtpaMaSD1smbrbuIQ2ZAiQ0V3O7pLr6nDY92E+OnXHW+gnhR27Lx69mSTcjftRZaI/RfJ9ShejO1mqMFBxBKjo7g0mL/fGRwf81fhkXeox5nHW46+DF5sfLK6MiscDC0AgBQGiE5GhWPf9wx2xue4f7HLWXx6sDc6MmNejTI+9hqH0CmORIUBId7KYMBAQSECASswgAUDAAQRAdweSABeoEADdqZDGOA4gALo7kAS4QIUA1VIVpdlUGcU49W9EojQbLHQBAVoxg9JsF3LeYR9o6S6ARml2h9lWe+jkdJcRZynNLnLUVh0I0w94SReKmK09bXAgHwK10J20NNs4rZ6jvCMfsujlIAJUdEdptoPJ755LVHQvVpodzYtSKfqPotIltmOStaip7vGh5RET0b1IaXYsO5VE0UV5tMpOanSj2NQwiOLrlnNcC4+I7mSl2dHMxT4DUcbrK1cUX7f1AaCiu8DP4dJsFF+3ld9GXER0L6U02zIl2GG0BKqDzYjoXqQ0O6q/9XJptbGYu1gbxdfd4T0Z3fOXZiulkV5hLXIWLZqO7rLrj4dKc3RvHtvzrXwGqOiO0uxW0qdpQVEdABa4VFyabWytNC0R8JcCAUK6U4SDMYBAGgJUYgZZAAIOIAC6O5AEuECFAOhOhTTGcQAB0N2BJMAFKgSolqoozabKKMZJQYCI7ijNBgtdQIBWzKA024Wcd9gHWroLoFGa3WG21R46Od1lxBlLs2eWaBg4oiK7dmK56UAtdM9cmh2tXZqJJiqyZ0LUwQZUdEdpdgfJ5V7IVHSvvjRbHhFLqu2IvR+tYU2vanUvffAoGwJEdC+3NFuEGCtv9L9FM1PuoyI7G1Na0ZqI7gVLsxV39aqL6Ew8s/4jdkWrbqIiuxWUTguCiu7BFmT+v5odLZ1Wc3ORDKEiuwh6TexLRHfK0uwmpgE+0yBARPeCpdlRLFQ9dW6YUJGdG7rmdiSje6HS7Fh8U3bWUZHdXEZW6jkV3VGaXWkaYdwOAaITkYEzFZdm28WLVp1GgJDuncYZwTuBAJWYcSJYONF1BED3rjOgU/FXJWbu/G23Uzgi2EYgUCHdL1883wgI4GR3ECCi+2D+qcdehPsz4UscKZjy449swtniZP6C7612B3dEWgsCFNrdY0xw3esNvaV15vU44wf+uLey2js96p0Rr58tnx4u8O1a4segnUKAgu7hNB5eKaXZ03GncEewtSBAQfcfBIbS7FryjEFDBMjpfjzNT9hrLg7Bc3FNfSamdinl4663T82pV3rWZLOsmU3qYjmoHC7HuFn9RPviCNRC98yl2TvfvpGvFFaJH8k2xUGR9LUZVI2VPi4ehlKSUtwIFd0tSrM9f6t4PFVYKOsRqsI32MyEABXdLUqzvaNsmzO6dJHTp7qjPiqlYcyvUdlj3In9JjHkjT6Ksm94onSO4S3m+0w0LasxEd0LlmYrnqmJVokNyRt5XxczsoEuS3RGGrLHsCbBNRivyxuFvhpFz0e6b+WKrrJ40BE7RHQvWJodK8rTF6a6Apk5cyfJlfTVgnrMDK6ki5+ZNjvCvFrCpKK7CK5AaXbsdKuWkjOBi7a055x9y5lu6OtaiBl7uEpsSUT3xpVmg44lkswdU0R0L6s0W8218k26ntG/E6IrRRvJIXuphYHliNGVhvJWraex21PLM0B0RKz/8gbz+oyPJ+K/k6bcP3jBOested6CitrjbMBP/6EWFEocNHbxWqJ9mCqCANHsPmGDycu98dEBfzXmE+lwcHJMcJ6/Dl9swHqjIpGgLxCYiQDR7B6wWxwWONrh/jYb7455f6G/5q1cYPPLM11sVgPM7i7ni47uLqMA3zqCAJGY6QiaCNNxBEB3xxME98pEoEIxU6absAUEykCgKrqX4RtsAIGSEbCle8nDwhwQqAMBaPc6UMeYNSEAutcEPIatAwHQvQ7UMWZNCNjSXZRQ1+QhhgUCpSFgS/fSBoQhIFAfAqB7fdhjZHIEQHdyyDFgfQjY7rsL7e554shunuvhHzczdbv1/kam9mgMBCwRIKL72k/Xkhx6+PHTW9cvqX+HpzzQ3TJ5aJYVASIxMzw7kK/n3/peb/Hyg2feW4u7Ph+eGfzlwa3BmcGj320MTvfFv1kDQHsgYI8AEd2lQ+fe27xw8fxgubf3yUZ/pbf81uK566HOSf4FkeKH4u/B28eT1LIUI8XdILDQnUhzgElH983Pdz/7ZGM4z7b+uf+T6/dv/Pr+uR8vP/rg8tUP7n/v98nv1ssRibNpdtMxN73KkfdMXejofvmd4ZCxrb9u7X29+4+Pbl+6fuXe77cGZ5bv3DwRMAW4nilmNO4sAnR0H918fBjCfO/9K+Lf0dk+fzU5POSXf/sk1DMzUiBmI31Ckh/VHfnGuGN0MRrEjhe1KZsp+7FGDGf09lHH9HF1s8qyEZTugPE+GqAynhWujjwAdHT/4sOr4lcQrF67cuPuQwHu06/2B8PBmPM7PxeT/myuvwkvRQX5Ud0Rb4QJeUfyRjXQGWAYMUZVveQoyri8r6hmGNHHMh5I5Y96E41TGU+yo8Ix5Idqn2TTHq5Z8Lfn53R03/pyZ/c//sI8u3rz1ubfnx1wPlp9m/vjF15//e7j9T8/TwFVsc2YGg0GpKcl1kiU8bpNyRi9o40RadOyZUozna/GQ6s/jdGoS4GrPRzXIqGj++1rozsfPnn8p2fDJTZ4d220uvr8q539//Enn24/ebDhHxze+zzDn2JNmduK5Cn6nVDEWtV9Y5+H2EErgqvqAEu3T0X3UJrvfbzR8/jz//q/ubm5/elWf2lh71/b4ub9L/e/eHDlxf5O6eEVNChZkuk7pOCIubs3wsnc0ZXVkYruJ/6uX7s0WvF2Plrf+NWlS6vnz70zElvvt98d9t/bPLea+FvE1FpQfU1LFkaFhy67U1ZysfApm2oFqZYE+vJRmo16YsgeNUTU1ZmjG8Z1N/RVRNKIWeEqi0zu26Gle/A3hH9wbv7WxcHVX4yu3t288cuReJ/Eg1iNEb2prwiNn1rqb71XbBd7T/RYkpaqhshOMq4/Ofr7dA9nGk/yyn3W5vaQ6MxMJv9ozswY3/42K8uk2dQyuhwjWlpGM0sEKOhu6Yr7zQrS3f0AW+8hrZhpOJw23wAND7Hl7oPuLU8wwtMRAN3Bhw4hALp3KNkIFXQHBzqEAOjeoWQjVIqNSJRmg2eOIEBEd5RmO5LvjrtBJGZQmt1xnjkSPhHdZbSOl2a37FBhy8Ip5YGho7v7pdlV/6epm/xz06tSyB01Qkd3lGZXlEKYtUeAju7ul2brh9oFgvpxeePovDoQb0yN6qC5SoDRMukIvmomOxp29FFi36ec7I96bsRlRGpPnSa2pKO7+6XZev7k4UdVmaHe6zw2bqousle0pbiTcsRcHbdMsiN5aRhXN2OVmB6F9EcdqZceqsKRqoWcI88GHd0bUZqtsjKzHMSeH5YtU5pFKa5YLimbpL+TnoFO6XX9SaOjeyNKsx2ZhLK6kcJ4w5Sa77MO0Y72VHRvZml2E3Pc2ZnbJllUdD/xxeXSbBu8dEUu13xKMCihr9/UbaoG6QPF2pE3ldTWhzDcMFYgSU7qsi1lpZsJE/cb09Ld7dJsnbgzRbxa8xmENhajhnpOWqrGNoveTPIqdqWhPJxpPGUB7T6DM3lIdGYmk0/OlmbrU7vlAjQ2cENvFDGVCVg0pqB7+1BOkivti7RlEdGKmbaAh/m4oZkE3RuaOLidBwHQPQ9q6NNQBED3hiYObudBwHapmsc2+gABxxDA7O5YQuBOlQiA7lWiC9uOIQC6O5YQuFMlAqB7lejCtmMIgO6OJQTuVIkA6F4lurDtGAKgu2MJgTtVIgC6V4kubDuGAOjuWELgTpUIgO5VogvbjiHwf7aOKSt27LnoAAAAAElFTkSuQmCC)**

* **DumpFiles** Holds the uncompressed export files and logs from the production database.
* **LogFiles** is where the import jobs will write their logfiles.
* **ParFiles** is where the import jobs read their parameter files from.
* **RefreshScripts** is where the various scripts used in the refresh are to be found.
* **Scripts** (not shown above) is where the common scripts and output from the production reconciliation scripts etc. Also here are scripts that must be generated by the production DBAs and are required to be run on the migrated database after the migration has completed.
* There may be other folders present, but these are not used.

The image above shows the view, as it were, from the root directory**. It is from this root directory that everything in the following document takes place.**

# Production DBA Tasks

* **Ensure receipt** of most recent copies of the scripts to generate the package that creates the export parameter files. These can change from time to time and the latest version must be used. The supporting documentation must also be supplied. The scripts are in TFS at location $/TA/DEV/Projects/Oracle Upgrade 9i to 11g/UKRegulated/Database/DBA Documentation/Code/ExportParfileScripts.
* **Ensure receipt** of the current database reconciliation scripts. Again, these might be changed and the latest version must be used. The scripts are in TFS at location $/TA/DEV/Projects/Oracle Upgrade 9i to 11g/UKRegulated/Database/DBA Documentation/Code/ITReconcilliationScripts.
* **Create the export parameter files**:
  + exp\_NOFCS
  + exp\_FCS1
  + exp\_FCS2D
  + exp\_FCS3
  + exp\_FCS4
  + exp\_FCS5
  + exp\_FCS6
  + exp\_FCS7
  + exp\_FCS8
  + exp\_FCS9
  + exp\_NOROWS
* The production DBAs should stop all processes that connect to the production database prior to the exports being run.
* Run script *S095\_RecreatePUBLICDatabaseLinks.sql* to generate a script, *T095\_RecreatePublic\_DB\_Links.sql*, which rebuilds the PUBLIC database links. This is run as part of the *PreRefresh* script. The output needs to be sent to the Leeds DBAs.
* Run the reconciliation scripts, and supply the results to the Leeds DBAs, before exporting the database. These scripts are documented in "*UV Database Migration Guide*" which can be found in TFS at location $/TA/DEV/Projects/Oracle Upgrade 9i to 11g/UKRegulated/Database/Upgrade Documentation.
* Export the database using in above parameter files. Run these in parallel to reduce the overall run time.
* As each export completes, check the logfile for problems and fix as necessary. If there are no problems, zip up the dump file and SFTP to the appropriate Azure server. Please also SFTP the logfile.

# Leeds DBA Tasks

* **Ensure all required *'RefreshScripts'* scripts have been copied from TFS, to the server**. The scripts are in TFS at location $/TA/DEV/Projects/Oracle Upgrade 9i to 11g/UKRegulated/Database/DBA Documentation/Code/migrationRootFolder. These should be checked out and copied to the appropriate database server in Azure.
* Also, **check out and copy the 'Scripts'** folder, from the same TFS location, to the database server.
* Copy the supplied reconciliation scripts output from the Production DBAs, into the 'Scripts' folder, overwriting anything that is already there.
* Make sure that any/all previous runs/test/etc have had their log files etc removed from the root of the migration folder, and the logfiles folder.
* **Make sure** that the NOROWS, NOROWS\_GRANTS and NOFCS import parameter files are edited to ensure that **full=y** has been used instead or **FROMUSER**.
* **Disable Data Guard, if running.** This is unlikely to be necessary. However, if it is required to do so, then the steps are outlined in the document "*AZURE – Using RMAN to create standby databases.docx*" which is in TFS at location $/TA/DEV/Projects/Oracle Upgrade 9i to 11g/UKRegulated/Database/DBA Documentation/RMAN Cloning to Standby. The appropriate section is entitled **Stopping Managed Recovery**.
* **If you wish**, before starting SQL\*Plus for the following scripts, save yourself having to type in "RefreshScripts\" or "Scripts\" all the time by running the following 'set SQLPATH' command, replacing '?' by the appropriate drive letter.

set SQLPATH=?:\Migrationroot\refreshscripts;?:\Migrationroot\scripts

* Change to the MigrationRoot folder:

cd ?:\MigrationRoot

* **Edit the script** (supplied by the production DBAs) *Scripts\T095\_RecreatePublic\_DB\_Links.*sql to remove the CFGTEST database link.
* **Edit the script** supplied by the production DBAs, *Scripts\T150a\_create\_roles.sql*. Look for "**alter user fcs**" (near line 1550) and check that the entire command is on one line – because the script that generated it didn't set lines wide enough, it has wrapped - The text 'AD\_ROLE,COMMS\_ROLE,WEB\_USER' may be on a second line, and this breaks the SQL. Make it a single line if necessary.
* Start SQL\*Plus as SYSDBA

oraenv <database\_name>

set NLS\_DATE\_FORMAT=

sqlplus sys/password as sysdba

* **Run the ShutDownRestart script.** The script *RefreshScripts\ShutDownRestart.sql* must be run in order to prepare the database for the migration. It will:
  + Shutdown and MOUNT the database;
  + Disable flashback mode;
  + Disable Archivelog mode;
  + Open the database for use.
* **Run the preRefresh script.** There is a script named *RefreshScripts\preRefresh.sql* which must be executed using SQL\*Plus before any other work is carried out on the Azure server. This script will delete and recreate the desired users and set up any required initial grants and privileges to those (new) users.
* **Check logfiles created:**
  + *create\_profiles.lst*
  + *PreRefresh.lst*
  + *Grants.lst*
  + *DropPublicDBLinks.lst*
  + *T095\_recreatePublic\_DB\_links.lst*
  + *Drop\_old\_users.lst*
  + *Drop\_old\_users\_2.lst*
  + *create\_users\_and\_roles.lst*
  + *create\_tablespace\_quotas.lst*
  + *create\_system\_privs.lst*
  + *create\_proxies.lst*
  + *create\_roles.lst*
* The Production DBAs will have placed zipped copies of all the export files onto the SFTP location on the production servers. **Unzip the export files on Azure.** On the Azure servers, the export files must be placed in the "*DumpFiles*" folder previously created for this purpose. The files should be unzipped using 7Zip as opposed to WinZip as 7Zip is by far the faster of the two utilities.
* **Check the logfiles for any errors.** It is possible that the production DBAs overlooked one or more errors in the export. As a sanity check, it is advisable to scan the files for any errors. This can be automated to a degree by running the following command:

find /I "EXP-" \*.log

Any errors will be listed along with the logfile that the error was found in.

* **Import NOROWS dumpfile.** This file recreates the empty structure of the database accounts. It is imported by running the following command:

set nls\_date\_format=

imp parfile=parfiles\imp\_NOROWS.par

When complete, check the logfile, as above, for any errors. These must be repaired before continuing.

find /i "imp-" logfiles\imp\_NOROWS.log | find /v /i "00041" | find /v "encountered"

* Error IMP-00015 for public synonym PRODUCT\_IMPL can be ignored.
* Error 2270 for XML\_FATCA\_REPORTS can be ignored.
* Error 12014 for CREATE SNAPSHOT LOG on INVESTOR and ORDTRAN can be ignored.
* Error 6564 for any table named 'EXT\_%' can be ignored as directory THREAD\_EXT\_TABLES is no longer created. (These EXT tables are later deleted anyway.)
* **Run the post\_Import\_norows script.** Using SQL\*Plus, connect as the SYS user and execute the *RefreshScripts\post\_import\_norows.sql* script to:
  + Issue required grants;
  + Recompile some invalid objects;
  + Disable various triggers;@shutdownrestart
  + Configure some database parameters prior to the main imports.
  + Drop some XML stuff that breaks the imports;
  + Drops some packages that audit the imports and cause them to take much longer;
  + Drops 9i specific Materialized Views and snapshots;
  + Drops the existing DBMS\_JOBS for the FCS user.
* **Run the various ROWS imports.** A script has been supplied to execute the required parallel imports - *batch\_import\_rows.bat* – see below *before* executing it. Please note that FCS9 will not be imported as it always fails. FCS8 will usually fail at the last table too. These are resolved below.

**Note**: The userid is, by necessity, hard coded into the various parameter files as the FCS user. If this is unsuitable, or if the live weekend has required that the FCS password is different from that in the development Azure environment, then *all* the parameter files should be edited to suit.

**The script *must* be executed in a DOS session, and is named *batch\_import\_rows.bat*. It will take care of submitting all the required imports. If you only double-click the file in Explorer, then everything will appear and vanish in a flash, *and will not work*.**

However, if something happens and one or more imports fail to run correctly, you may *'type batch\_import\_rows.cmd*' to view the appropriate commands and rerun the appropriate one for the failed import.

**Using a Toad Session Browser, make sure that none of the import sessions end up waiting for a "*SQL\*Net message from client*" for a long period of time, a few seconds is fine, but longer may indicate that that session's DOS window has gone into SELECT mode and will prevent the import from writing to the screen. This will hang the import session.**

**Because the imports were started with the DOS START command, the title bars do not show "select" when they are in this mode, unlike ordinary DOS sessions.**

**If a session does enter this mode, click its window, and hit the RETURN key a few times until refreshing Toad shows that the session is no longer waiting.**

**The FEEDBACK parameter in the import parameter files *may* cause this as the import needs to print a dot every so often to show rows are being imported. If the screen is in SELECT mode, it will hang. For this reason, this parameter has been removed from the parameter files following a nasty 17 hour hang with no indications as to why.**

You can use the following script to get a pretty good idea of how fast things are progressing. It may barf with a divide by zero error if a table hasn't imported any rows yet, just run it again after a couple of seconds if this results. (It will work, soon! Keep trying.)

-- How fast is my import runnig?

-- BEWARE, sessions that are creating indexes

-- will show a decreasing "rows per minute" figure as there

-- are no more rows importing, but time is still passing!

--

set lines 2000 pages 2000 trimspool on

col table\_name for a31

col index\_name for a31

select substr(sql\_text,instr(sql\_text,'INTO "') +6,instr(sql\_text, '(') - instr(sql\_text,'INTO "') -8) table\_name,

null index\_name,

rows\_processed,

round((sysdate-to\_date(first\_load\_time,'yyyy-mm-dd hh24:mi:ss'))\*24\*60,1) minutes,

trunc(rows\_processed/((sysdate-to\_date(first\_load\_time,'yyyy-mm-dd hh24:mi:ss'))\*24\*60)) rows\_per\_min

from sys.v\_$sqlarea

where sql\_text like 'INSERT %INTO "%'

and command\_type = 2

and open\_versions > 0

--

union all

--

select replace(substr(sql\_text,instr(sql\_text,'ON "') +4,instr(sql\_text, '(') - instr(sql\_text,'ON "') -6),'"', null) table\_name,

replace(substr(sql\_text,instr(sql\_text,'INDEX "') +7,instr(sql\_text, ' ON') - instr(sql\_text,'INDEX "') -8),'"', null) index\_name,

null rows\_processed,

round((sysdate-to\_date(first\_load\_time,'yyyy-mm-dd hh24:mi:ss'))\*24\*60,1) minutes,

null rows\_per\_min

from sys.v\_$sqlarea

where sql\_text like 'CREATE %INDEX%'

and command\_type = 9

and open\_versions > 0

--

-- List the table first, then the index creation, if any.

order by 1, 2 nulls first;

* **Potential Problem 1:** There are two XML tables which rely on a cascade of different XML types. One is in **FCS8** ~~and the other in~~ **~~FCS9~~**. (FCS9 is never run now.) These types have an internal OID (Object ID) and on the import, these are recreated so the tables subsequently refuse to import as they "require" a different OID for the various Types. In addition, one table has a mixed case name.

The Oracle workaround for this problem doesn't appear to work.

**In general, if one of these two tables fails to import, there will be problems with the other. See below for the fixes.**

In the event of any XML problems in **FCS8**~~/~~**~~FCS9~~**, the fixes, which are detailed below, should be run *after* the end of the *NOROWS\_GRANTS* import, and *before* the start of the *post\_import\_rows* scripts.

* **Potential Problem 2:** FCS6 *might* fail to create index ALERT\_LOG\_PK due to ALERT\_LOG\_SEQ duplicates *somehow* created by the PK\_ALERTS.RUN\_HEARBEAT scheduled job. If this happens, find the duplicates as follows:

select alert\_log\_seq,count(\*)

from fcs.alert\_log

group by alert\_log\_seq

having count(\*) > 1

order by alert\_log\_seq;

Then, for each duplicate alert\_log\_seq listed, find the details and the ROWID, as follows:

select rowid, alert\_log\_seq, message

from fcs.alert\_log

where alert\_log\_seq in ( whatever you got above)

order by alert\_log\_seq, message;

Then, after choosing the duplicate you want to delete, delete using the ROWID which is the quickest manner of deleting a row, or two, from a massive table with no indexes:

delete from fcs.alert\_log

where rowid in (chartorowid('xxx'), chartorowid('yyy'), ...);

Where 'xxx' and 'yyy' are the desired ROWIDs that you wish to delete. When the SQL completes and you have confirmed that the number of rows deleted is what you expected, commit the changes:

commit;

exit

And finally, run the following import to fixup the indexes that failed to create:

imp parfile=parfiles\temp\_fcs6.par

* **Potential Problem 3:** FCS5 may fail to create indexes due to error "*ORA-01555 Snapshot too old*". This will happen on slow servers, or fast ones with the speed turned right down! The log file will contain the failing CREATE INDEX commands, so extract , tidy up the double quotes, and re-execute in SQL\*Plus while connected as FCS, not SYS. One or more of the following will probably be needed:

CREATE INDEX AUIT\_LOG\_IX2 ON AUDIT\_LOG (AUDITUSER )

PCTFREE 10 INITRANS 2 MAXTRANS 255

STORAGE(INITIAL 65536 FREELISTS 1 FREELIST GROUPS 1)

TABLESPACE CFGLOG\_INDEX LOGGING;

CREATE UNIQUE INDEX AUDIT\_LOG\_PK ON AUDIT\_LOG (AUDITID )

PCTFREE 10 INITRANS 2 MAXTRANS 255

STORAGE(INITIAL 65536 FREELISTS 1 FREELIST GROUPS 1)

TABLESPACE CFGLOG\_INDEX LOGGING;

CREATE INDEX AUDIT\_LOG\_IX3

ON AUDIT\_LOG (PRIMARYKEY , PRIMARYKEYNAME , AUDITTABLE )

PCTFREE 10 INITRANS 2 MAXTRANS 255

STORAGE(INITIAL 65536 FREELISTS 1 FREELIST GROUPS 1)

TABLESPACE CFGLOG\_INDEX LOGGING;

CREATE INDEX PSO\_AUDIT\_LOG\_NX01 ON AUDIT\_LOG (AUDITDATE )

PCTFREE 10 INITRANS 2 MAXTRANS 255

STORAGE(INITIAL 65536 FREELISTS 1 FREELIST GROUPS 1)

TABLESPACE UVDATA01\_INDEX LOGGING;

* **Check the logfiles for any errors.** This can be automated to a degree by running the following commands. The first just shows the exit status of each import, the seconds filters errors we need to be concerned about.

find /i "Import terminated" logfiles\\*.log

find /i "IMP-" logfiles\imp\_rows\*.log | find /i /v "1917"

* Execute the script *RefreshScripts\drop\_fcs\_jobs.sql* as we don't want errors in the NOROWS\_GRANTS step which follows. It may fail, but this is ok – the jobs may not be present.
* **Run the NOROWS\_grants import.** The tables have been imported and the data etc are all present. At this stage some of the grants have been set up by the *RefreshScripts\grants.sql* script, however, any new tables or procedures etc will not have had their grants included in that script. In addition to granting required permissions, this import also:
  + Creates the various constraints required;
  + Re-creates the recently deleted jobs owned by FCS as scheduler jobs;
  + Re-creates the two packages TABLE\_AUDIT and PK\_ALERTS dropped above;
  + Recompiles all PL/SQL;
  + Recompiles all triggers and enables them.

Run the following command to carry out the above:

start "GRANTS" /d . /high imp parfile=parfiles\imp\_NOROWS\_grants.par

The following script will assist in monitoring progress in the absence of Toad:

set lines 2000 pages 2000 trimspool on

col sql\_text for a100

select sql\_id, sql\_text

from v$sql

where sql\_id = (

select nvl(sql\_id, prev\_sql\_id)

from v$session

where program = 'imp.exe'

);

* **Check the logfile for any errors.** This can be automated to a degree by running the following command:

find /i "IMP-" logfiles\imp\_norows\_grants.log | find /I /v "1917" | find /i /v "different identifier" | find /v "error 1:"| find /v "encountered"

You can ignore errors relating to the constraint FATCA\_FILE\_SUBMISSION\_FK01 on table fatca\_file\_submission as it references XML\_FATCA\_REPORTS which we will recreate below.

* **Re-import the XML tables** this will only be required in there were errors with the XML tables in **FCS8** ~~and/or~~ **~~FCS9~~**:

sqlplus sys/<password> as sysdba

@RefreshScripts\drop\_xml\_stuff

exit

imp parfile=parfiles\temp\_fcs9.par

sqlplus fcs/<password>

@RefreshScripts\fix\_xml\_stuff

* Check the log, *fix\_xml\_stuff.lst* for errors.
* **Run the post import script.** The script is named *RefreshScripts\post\_import\_rows.sql.* It will run for a fair length of time as it has quite a lot of work to do, including (but not limited to) the following:
  + Issuing a lot more grants;
  + Gathering database statistics;
  + Creating various constraints;
  + Enabling table logging;
  + Recompiling any remaining invalid objects;
  + ~~Configuring the correct password on the roles NORMAL\_USER and SVC\_AURA\_SERV\_ROLE;~~
  + Rebuild the two Materialised Views – FCS.INVESTOR\_CAT\_MV and FCS.ORDTRAN\_MV.
  + Building the new UVSCHEDULER\_ROLE;
  + Granting new system privileges to the SVC\_AURA\_SERV user.

Progress can be checked with the following script if Toad is not available. While the gathering of stats is executing, yo can see the current table with this query:

set pages 2000 lines 2000 trimspool on

select action from v$session where module = 'UPGRADE: Gather Stats';

And the actual command in execution with the following:

set pages 2000 lines 2000 trimspool on

select sql\_id, sql\_text

from v$sql

where sql\_id = (

select nvl(sql\_id, prev\_sql\_id)

from v$session

where program = 'sqlplus.exe'

and sid <> (select sid from v$mystat where rownum = 1)

--and sql\_text like 'begin dbms\_stats%'

)

* Check for errors with the command:

find /i "ORA-" post\_import\_rows.lst | find /v "01951" | find /v "01921"

There may be ORA-00942 errors relating to '*FCS.SYS\_%==*' tables. These relate to various TYPEs that have been created for XML, LOB out of line storage etc. If the table names are '*SYS\_%==*' then the error can be ignored, otherwise, fix it.

* **Run the following SQL** but *only* if this is a non-production database:

column db\_name new\_value my\_dbname noprint;

select name as db\_name from v$database;

alter role NORMAL\_USER identified by &&my\_dbname.123;

alter role SVC\_AURA\_SERV\_ROLE identified by &&my\_dbname.123;

alter system set service\_names='&&my\_dbname' scope=both;

alter system set instance\_name='&&my\_dbname' scope=spfile;

* Run the script *Scripts\T170\_Create\_Public\_Synonyms.sql* to recreate all public synonyms. Errors here can simply be ignored – there are a number, around 32, of invalid public synonyms in the production database at the time of writing.
* **Run the postRefresh script.** Only for pre-production and production imports. The script is named *RefreshScripts\postRefresh.sql* and it will:
  + Shutdown and MOUNT the database;
  + Enable ARCHIVELOG mode;
  + Enable FLASHBACK mode;
  + Open the database for use.
* **Check XML table.** Table *FCS."UKFATCASubmissionFIRe98\_TAB"* - yes, it is in mixed case - may report that the table "has errors" when you:

SELECT \* FROM FCS."UKFATCASubmissionFIRe98\_TAB";

"No rows selected" is expected, if any errors result, then drop the table and recreate it as follows:

DROP TABLE FCS."UKFATCASubmissionFIRe98\_TAB" CASCADE CONSTRAINTS PURGE;

CREATE TABLE fcs."UKFATCASubmissionFIRe98\_TAB" OF "XMLTYPE"

XMLSCHEMA "http://hmrc.gov.uk/UKFATCASubmissionFIReport" ELEMENT "UKFATCASubmissionFIReport"

PCTFREE 10

PCTUSED 40

INITRANS 1

MAXTRANS 255 NOCOMPRESS LOGGING STORAGE

(

INITIAL 65536

NEXT 1048576

MINEXTENTS 1

MAXEXTENTS 2147483645

PCTINCREASE 0

FREELISTS 1

FREELIST GROUPS 1

BUFFER\_POOL DEFAULT

)

TABLESPACE UVDATA01;

SELECT \* FROM FCS."UKFATCASubmissionFIRe98\_TAB";

* **Run the reconciliation scripts.** Execute script *RefreshScripts\run\_reconcilliation\_scripts.sql*.
* **Check that the results** match, or are better, than those supplied by the production DBAs. For the object count comparison, it may be best to utilise a 'diff' utility such as WinMerge or similar to make the checks. Any mention of the *FCS.DEPERSONALISATION* package and any tables named *DEPERS%* script can be ignored. The results scripts are located in the *Scripts* folder.
* For all databases. If not previously done, create a PERFSTAT tablespace (2gb, autoextend, unlimited, next 50m) and run the scripts to create & install the PERFSTAT user. Normally, this will have been carried out at database creation, but just in case:

@'?\rdbms\admin\spcreate'

exit -- From PERFSTAT user.

* For production databases only. Also, if creating the user above, create the auto jobs to take snapshots and purge old ones:

connect SYS/<password> as sysdba

grant create job to perfstat;

connect perfstat/<password>

@RefreshScripts\PERFSTAT\_AUTOJOB.sql

@RefreshScripts\PERFSTAT\_AUTOPURGE.sql

exit -- From PERFSTAT user.

* **Execute the script** *RefreshScripts\CheckSystemObjects.sql* to determine if any non-system users have their default tablespace set to SYSTEM, and if so, do they have any objects in the SYSTEM tablespace. If anything appears ("no rows selected" is the desired outcome here) then:
  + **Execute the script** *RefreshScripts\MoveSystemObjects.sql* to create SQL commands to move the affected objects out of SYSTEM into CFA, which is the new default tablespace we are using for the affected users.
  + **Save any output from the above script** as SQL commands to move the affected objects out of SYSTEM. They need to be run later, once the default tablespace has been set and quota allocated to these users. **NOTE:** in testing, no users had quota on system so no objects were possible.
* **Run the script** *RefreshScripts\MoveDefaultTablespace.sql* to correct those users who have SYSTEM as their default tablespace. Check the logfile, *MoveDefaultTablespace.lst* (in the current directory) for errors.
* If there were any objects needing moved listed above by *RefreshScripts\MoveSystemObjects.sql* then the owners of those objects will need quota on CFA. **Manually grant appropriate quota** - unlimited is perhaps not the best option! Check in DBA\_TS\_QUOTAS to see what they have currently on SYSTEM and give that on CFA. Make sure that you also grant a zero quota on SYSTEM.
* If there were any objects needing moved listed above by *RefreshScripts\MoveSystemObjects.sql* then the generated commands can be executed to move objects out of SYSTEM.
* Run the script *RefreshScripts\Create\_FCS\_Scheduler\_Jobs.sql* to convert the current set of DBMS\_JOBs for FCS into 11g DBMS\_SCHEDULER jobs instead as the former is no longer used (from 10g). **The jobs will be created disabled and will therefore not run.**
* For the Live weekend only - run the following SQL to enable required jobs, **while connected as the FCS user account**:

begin

dbms\_scheduler.enable(name => 'ALERTS\_HEARTBEAT');

dbms\_scheduler.enable(name => 'CLEARLOGS');

dbms\_scheduler.enable(name => 'JISA\_18BDAY\_CONVERSION');

end;

/

At this point, it is appropriate for the users to carry out any testing that is necessary *after* any services etc have been pointed to the new database, and activated. This is out with the scope of the DBA Team.

* For the Live weekend only - run the following SQL to create replacements for the Solaris Cronjobs, **while connected as the SYS user account**:

@RefreshScripts\Solaris\_cronjobs.pks

@RefreshScripts\Solaris\_cronjobs.pkb

@RefreshScripts\Scheduler\_jobs.sql

* **NOTE**: On the production and pre-production servers there are Windows Task Scheduler jobs created to run RMAN backups daily for the CFG, CFGAUDIT and CFGRMN databases. These have been set to disabled and will need to be enabled at this point but only on the primary servers uvorc01 and ppduvorc01.

On the standby servers, uvorc02, ppduvorc02 and druvorc03, these tasks are disabled by default and should only be enabled when there is a switchover or failover.

While the user testing is ongoing, all of the following tasks can be carried out in parallel with testing.

* **Create a standby database**. The standby database should now be created as per the document "*AZURE – Using RMAN to create standby databases.docx*" which is in TFS at location $/TA/DEV/Projects/Oracle Upgrade 9i to 11g/UKRegulated/Database/DBA Documentation/RMAN Cloning to Standby.
* **Configure RMAN Backups**.
* **Backup the database**. The newly migrated database should have a backup taken. A cold backup is preferred however, **be aware** that this will require the database to be shutdown and MOUNTed, which will affect any testing that is ongoing. Consider taking an online backup if testing is still in progress.

Backups scripts are available in c:\utilities\RMAN on the server, or, in TFS at location $/TA/DEV/Projects/Oracle Upgrade 9i to 11g/UKRegulated/Database/DBA Documentation/Code/BackupScripts. These can be used to take a cold or hot backup of the database using RMAN.

The following tasks are specific to DevOps, but not to the DBA Team. They constitute the user testing part of the migration (mentioned above) and can be run in parallel at any stage from the actual existence of the database.

* Repoint monitoring to the newly migrated database.
* Repoint all services and items on the "onion" diagram at the newly imported database.

The following tasks are also specific to DevOps, and not to the DBA Team. They constitute more of the user testing part of the migration (mentioned above) and can be run in parallel at any stage from after the database has been imported and the post import scripts executed to completion.

* Test connectivity for all services and/or "onion" diagram component.
* Enable/switch on each service.
* Begin user specific application testing.

# Post Weekend Tasks

The following tasks are considered to be required after a successful migration. They are all outwith the scope of this document however.

* Switch off the 9i database.
* Carry out a warranty period for the migrated database.
* Decommission the 9i database server.
* Repurpose the existing (9i?) Oracle licence(s).